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Abstract. We address the C1 regularity of the Lipschitz minimizers to the orthotropic

functional in the plane.

Sunto. Studiamo la regolarità di classe C1 dei minimi lipschitziani del funzionale or-

totropo nel piano.
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1. Introduction

1.1. Overview. Given a bounded open set Ω ⊂ R2 and two exponents 1 < p1 ≤ p2 <∞,

we consider the orthotropic functional

F(u) =

∫
Ω

(
1

p1

|ux1|p1 +
1

p2

|ux2|p2
)
dx, u ∈ W 1,1(Ω).

We say that u ∈ W 1,1(Ω) is a minimizer to F on Ω when F(u) <∞ and

F(u) ≤ F(v), ∀v ∈ W 1,1
0 (Ω) + u.

In this article, we study the C1 regularity of minimizers to F .

The continuity of the minimizers on a planar domain follows from a classical result in

the Calculus of Variations, see Lemma 4.1 in the Appendix for details. The Lipschitz

regularity is a much more challenging question: for a brief historical account on this

subject, we refer to the introduction of [2] where we prove with L. Brasco that when
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p1 ≥ 2, any minimizer is locally Lipschitz continuous (the main result in [2] is stated for

any bounded minimizer in any dimension). When p1 = p2 ≤ 2, the Lipschitz continuity

is a consequence of a general result due to Fonseca and Fusco [7, Theorem 2.2]. It is very

plausible [4] that all minimizers to F are Lipschitz continuous, without any restriction on

the exponents 1 < p1 ≤ p2 <∞.

Let us denote by F the integrand associated to the functional F :

F (ξ) =
1

p1

|ξ1|p1 +
1

p2

|ξ2|p2 , ∀ξ = (ξ1, ξ2) ∈ R2.

When p1 ≥ 2, F is at least C2 and its Hessian is equal to:

∇2F (ξ) =

 (p1 − 1)|ξ1|p1−2 0

0 (p2 − 1)|ξ2|p2−2

 .

In particular, ∇2F (ξ) is degenerate on the unbounded set {ξ = (ξ1, ξ2) ∈ R2 : ξ1ξ2 = 0},

in the sense that for every ξ in this set, the kernel of ∇2F (ξ) is not trivial. When p2 < 2,

F is singular on the same set. Finally, when p1 < 2 < p2, F is degenerate on the ξ1 axis

and singular on the ξ2 axis. In any case, the Lipschitz continuity of minimizers to F does

not follow from the classical regularity theory in the Calculus of Variations.

In [3], we established the C1 regularity of minimizers to F when p1 = p2 ∈ (1,∞). This

result was later extended to the case 2 ≤ p1 ≤ p2 by Linqdvist and Ricciotti [10]. Their

proof is much more simple. Moreover, they obtain an explicit modulus of continuity for

the gradient: for every a ∈ Ω and every ball Br(a) of center a and radius r > 0 compactly

contained in Ω, there exists C > 0 such that for i = 1, 2:

oscBs(a)uxi ≤
C(

ln r
2s

) 1
pi

, ∀s ∈
(

0,
r

2

)
.

In the left hand side, oscBs(a)uxi is the oscillation of uxi on the ball Bs(a); that is,

oscBs(a)uxi = supx,y∈Bs(a) |uxi(x) − uxi(y)|. Here, the constant C only depends on p1, p2

and the following quantity:

1

r2

∫
Br(a)

(|∇u|p1 + |∇u|p2) dx.
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Using the same method, Ricciotti [12] obtained a similar result when p1 = p2 < 2, namely:

oscBs(a)uxi ≤
C(

ln r
2s

) 1
2

,

where C only depends on pi and 1
r2

∫
Br(a)

|∇u|pi dx.

The aim of this article is twofold. First, when p1 ≥ 2 or p2 ≤ 2, we explain why the

C1 regularity of minimizers to the orthotropic functional is an easy consequence of a very

general (and earlier) result due to De Silva and Savin [6]. This covers the two situations

considered in [3], [10] and [12]. More precisely, the statement in [6] is formulated in

terms of a priori estimates for smooth and uniformly convex integrands. We shall detail

how one can deduce from these estimates the C1 regularity result for our nonsmooth

and degenerate/singular orthotropic functional. Our second objective is to extend those

results to the remaining case 1 < p1 < 2 < p2 <∞.

1.2. The main result.

Theorem 1.1. Given 1 < p1 ≤ p2 < ∞, let u be a minimizer to F on Ω ⊂ R2. If u is

Lipschitz continuous, then u is C1 on Ω.

If p1 ≥ 2 or if p1 = p2 ≤ 2, then any minimizer is locally Lipschitz continuous and the

above statement applies on any Ω′ b Ω. Hence, any minimizer is C1 on Ω for those values

of p1 and p2.

As a by-product of the proof of Theorem 1.1, we obtain an explicit modulus of continuity

when p1 ≥ 2 or when p2 ≤ 2. More specifically, given a ∈ Ω and r > 0 such that

B2r(a) b Ω, there exists C > 0 such that

oscBs(a)∇u ≤
C(

ln r
2s

) 1
2max(p2−1,1)

, ∀s ∈
(

0,
r

2

)
.

Here, the constant C only depends on p1, p2 and ‖∇u‖L∞(Ω).

When p2 ≤ 2, the above modulus of continuity looks like the same as the one in [12],

except that we rely here on the L∞ norm of ∇u instead of its Lp norm. When p1 > 2,

the modulus of continuity obtained in [10] is more accurate than the above one. Indeed,

Lindqvist and Ricciotti exploits the specific structure of the orthotropic functional, and
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in particular the fact that the functions |uxi |(pi−2)/2uxi belong to W 1,2
loc (Ω), for i = 1, 2.

We believe however that our approach can be applied to a larger class of functionals.

1.3. Structure of the proof. We follow the strategy introduced by De Silva and Savin

in [6]. More specifically, given a smooth and strictly convex function G : R2 → R, one

considers the functional

G : u ∈ W 1,1(Ω) 7→
∫
B1

G(∇u) dx.

Here, B1 is the unit ball of center 0 in R2 (for every r > 0, we simply denote by Br,

instead of Br(0), the ball of center 0 and radius r).

We introduce the modulus of convexity of G:

(1) νG(t) := inf
|ξ−ξ′|≥t

|∇G(ξ)−∇G(ξ′)|, ∀t ≥ 0.

Given two positives numbers λ,Λ > 0, we also consider the sets

(2) Oλ := {ξ ∈ R2 : ∇2G(ξ) ≥ λI}, VΛ := {ξ ∈ R2 : ∇2G(ξ) ≤ ΛI}.

Theorem 1.2. [6, Theorem 1.1] Let u be a smooth minimizer to G and let K ≥ ‖∇u‖L∞(B1).

Assume that there exist λ,Λ > 0 such that

(3) BK ⊂ (Oλ ∪ VΛ) .

Then in B1/2, ∇u has a uniform modulus of continuity depending on the modulus of

convexity νG, K, ‖∇G‖L∞(BK) and the sets Oλ, VΛ.

The above statement is formulated in terms of an priori estimate for a minimizer that

is already known to be smooth, and the proof uses that G itself is smooth. However, as

mentioned by the authors of [6], since the estimates do not depend on the smoothness

of G, Theorem 1.2 can be proved for a nonsmooth integrand G, by the approximation

technique they describe in another section of their article. Still, the sets Oλ and VΛ in

(2) can only be defined when G is at least C2. When G is singular, in the sense that

its Hessian cannot be defined on the whole R2, the above approach has to be suitably

modified. We have to face that difficulty for the orthotropic integrand F when p1 < 2.
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When p1 < 2 < p2, a more serious obstacle arises since there is no λ,Λ > 0 for which

one could find an approximating sequence (Fεk)k≥1 converging to F and for which the

main assumption (3) would hold true, in the sense that

BK ⊂ {ξ ∈ R2 : ∇2Fεk(ξ) ≥ λI or ∇2Fεk(ξ) ≤ ΛI}, ∀k ≥ 1.

As a matter of fact, the C1 regularity for the case p1 < 2 < p2 is the main novelty of

the present paper. It turns out that the tools introduced by De Silva and Savin can be

adapted to handle this situation as well.

The proof of Theorem 1.2 is based on two localization lemmas, that we explicitly state

in the next section, see Lemma 2.1 and Lemma 2.2. In order to obtain explicit modulus

of continuity when p1 ≥ 2 or p2 ≤ 2, we have established two variants, Lemma 2.3 and

Lemma 2.4, which yield more precise conclusions under more restrictive assumptions.

Those statements can be exploited for a large family of integrands, and not just for the

orthotropic integrand F .

Regarding the approximation of F by a sequence of smooth uniformly convex integrands

to which the a priori estimates apply, we rely on the same construction for the three cases

p2 ≤ 2, p1 ≥ 2 and p1 < 2 < p2. To this aim, we have found convenient to exploit an

approximation technique inspired from the proof of [5, Theorem 1.1, page 115].

Remark 1.1. In view of the above introduction, one could conclude that our paper [3] had

a sad fate: the main result (at least when p1 = p2 > 2) was essentially contained in [6], up

to an approximation argument (obviously, we did not know the article [6] at that time).

In addition to this, the subsequent papers [10] and [12] improved our result by giving an

explicit modulus of continuity.

However, the approach that we followed in [3] allows some extensions to orthotropic

functionals with a lower order term:

u 7→ F(u) +

∫
Ω

`(x)u(x) dx.

I do not know whether such extensions are possible with the strategy introduced in [6] or

the one used in [10].
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Moreover, in order to prove our main result in [3], we introduced a new type of Cac-

ciopoli inequalities, which later played a crucial role in [2] to establish the Lipschitz regu-

larity of bounded minimizers in any dimension.

1.4. Plan of the paper. Section 2 contains the C1 a priori estimates for the minimizers

to general functionals which are either singular or degenerate. We also establish such

estimates for the hybrid case, namely for F when 1 < p1 < 2 < p2 < ∞. In Section 3,

given a minimizer u to F , we construct an approximation sequence (Gεk)k≥1 for F and

prove that the corresponding sequence of minimizers (uεk)k≥1 converges to u. Applying the

a priori estimates of Section 2 to each uεk , we eventually deduce the desired C1 regularity

for u.

A technical appendix concludes the paper: it contains the continuity result for mini-

mizers on a planar domain and also a uniform estimate on the modulus of convexity of

the approximating sequence (Gεk)k≥1.

Acknowledgements. Almost ten years ago, Lorenzo Brasco kindly invited me to inves-

tigate with him the regularity theory of the orthotropic functional. I warmly thank him

for this, for his insightful comments on the present paper, and more generally for his deep

knowledge of the Calculus of Variations that he generously shares with me.

2. A priori estimates

As explained in the Introduction, the proof of our main result Theorem 1.1 relies on

several tools introduced in [6], and more specifically on two localization lemmas that we

proceed to quote explicitly.

Let G : R2 → R+ be a smooth function such that ∇2G > 0 on R2. We then consider

the functional:

G(v) :=

∫
B1

G(∇v(x)) dx, v ∈ W 1,1(B1).

For every λ,Λ > 0, one defines the non degenerate set Oλ and the non singular set VΛ

as in (2).
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Given a unit vector e in R2 and constants c, c0, c1 ∈ R with c0 < c1, let us define the

sets

H+
e (c) := {p ∈ R2 : 〈p, e〉 ≥ c}, H−e (c) := {p ∈ R2 : 〈p, e〉 ≤ c},

Se(c0, c1) := {p ∈ R2 : c0 ≤ 〈p, e〉 ≤ c1},

where we have denoted by 〈p, e〉 the standard inner product of the two vectors p and e in

R2.

Let u be a minimizer to G on the unit ball B1: G(u) <∞ and

G(u) ≤ G(v), ∀v ∈ W 1,1
0 (B1) + u.

In this section, one assumes that u is globally Lipschitz on B1 and smooth on B1.

In the first localization lemma, one considers the region of B1 where ∇u takes its values

in the non degenerate set:

Lemma 2.1. [6, Lemma 2.1] Let K ≥ ‖∇u‖L∞(B1) and L ≥ ‖∇G‖L∞(BK). Assume that

there exist a direction e and constants c0 < c1 such that

(4) Se(c0, c1) ∩∇u(B1) ⊂ Oλ.

Then, there exists δ > 0 only depending on c1 − c0, λ, K, L such that either ∇u(Bδ) ⊂

H+
e (c0) or ∇u(Bδ) ⊂ H−e (c1).

The second localization lemma is related to the non singular set:

Lemma 2.2. [6, Lemma 2.2] Let K ≥ ‖∇u‖L∞(B1) and ν : (0,+∞)→ (0,+∞) such that

ν ≤ νG on (0,+∞), where νG is the modulus of convexity of G, see (1). Assume that

there exist a unit vector e and constants c̃ ∈ R, ε > 0 such that

H+
e (c̃− ε) ∩∇u(B1) ⊂ VΛ.

Then, there exists δ > 0 only depending on c̃, ε,Λ, K, ν such that either ∇u(Bδ) ⊂ H+
e (c̃−

ε) or ∇u(Bδ) ⊂ H−e (c̃+ ε).

A close inspection of the proofs of the above lemmas leads to the two next statements,

where we strengthen the assumptions in order to get more specific conclusions. More

precisely, in the first statement below, we replace the assumption (4) by the requirement



8 PIERRE BOUSQUET

that ∇u maps the whole ball B1 into Oλ. As a consequence, we obtain an explicit estimate

on the modulus of continuity of ∇u.

Lemma 2.3. Let K ≥ ‖∇u‖L∞(B1). Assume that there exists λ > 0 such that ∇u(B1) ⊂

Oλ. Then

oscBr ∇u ≤ C

(
1 +
‖∇G‖L∞(BK)

λ

)
1√
− ln(2r)

, ∀r ∈
(

0,
1

2

)
,

where C > 0 only depends on K.

Similarly, the next lemma corresponds to Lemma 2.2, where we assume that ∇u(B1) ⊂

VΛ.

Lemma 2.4. Let K ≥ ‖∇u‖L∞(B1). Assume that there exists Λ > 0 such that ∇u(B1) ⊂

VΛ. Then

νG (oscBr ∇u) ≤ CΛ√
− ln(2r)

, ∀r ∈
(

0,
1

2

)
,

where C > 0 only depends on K.

We proceed to prove Lemma 2.3 and Lemma 2.4. We strongly rely on the tools intro-

duced by De Silva and Savin in [6] to establish Lemma 2.1 and Lemma 2.2.

In both lemmas, the starting point is the Euler equation div [∇G(∇u)] = 0. By

differentiation along a unit vector e ∈ S1, one gets that v := 〈∇u, e〉 is a solution of the

uniformly elliptic equation

(5) div [A(x).∇v(x)] = 0,

where A = ∇2G(∇u). In order to simplify the notation, we often write ue instead of

〈∇u, e〉.

A common ingredient in the proofs of Lemma 2.3 and Lemma 2.4 is the maximum

principle, see e.g. [9, Theorem 3.1], applied to (5). This implies that for every r ∈ (0, 1),

(6) oscBr ue = osc∂Br ue.

We also observe that for every r ∈ (0, 1), there exists e ∈ S1 such that

(7) oscBr ∇u = oscBr ue.
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Indeed, let x, y ∈ Br such that oscBr ∇u = |∇u(x) − ∇u(y)|. Then, there exists e ∈ S1

such that |∇u(x)−∇u(y)| = 〈∇u(x)−∇u(y), e〉. It follows that

oscBr ∇u = 〈∇u(x)−∇u(y), e〉 = |ue(x)− ue(y)| ≤ oscBr ue = oscBr ue.

The opposite inequality follows from the fact that for every e ∈ S1 and every x, y ∈ Br,

|ue(x)− ue(y)| ≤ |∇u(x)−∇u(y)|. This completes the proof of (7).

In the proofs of lemma 2.3 and lemma 2.4, we rely on the weak formulation of (5):∫
B1

〈∇2G(∇u).∇ue,∇φ〉 dx = 0, ∀φ ∈ C∞c (B1).

More precisely, we apply the above identity to the test function φ = ξ2ue, with ξ ∈

C∞c (B1), 0 ≤ ξ ≤ 1 and ξ ≡ 1 on B1/2. Then

(8)

∫
B1

〈∇2G(∇u).∇ue,∇ue〉ξ2 dx = −2

∫
B1

〈∇2G(∇u).∇ue,∇ξ〉ξue dx.

We will exploit (8) in two different ways in the proofs of Lemma 2.3 and Lemma 2.4.

The last ingredient is a simple estimate which emphasizes the role of the dimension 2 in

this problem. We first observe that this calculation is the core of the proof of a lemma due

to Lebesgue, which is used by Lindqvist and Ricciotti to establish the explicit modulus of

continuity of ∇u; see [10, Lemma 3.1] for the statement and the proof of this lemma. It

is a remarkable fact that De Silva and Savin [6, p.497] exploit the very same calculation

(even if they do not rely on the full statement of the Lebesgue lemma). Let us be more

specific:

Given a continuous function h : B1 → R+, we assume that there exists κ > 0 such that

for almost every ρ ∈ (0, 1
2
),

κ ≤
∫
∂Bρ

h dσ.

Then by the Cauchy-Schwarz inequality,

κ2 ≤ 2πρ

∫
∂Bρ

h2 dσ.

Integrating over ρ ∈ (r, 1
2
), one gets

(9) κ2 ln
1

2r
≤ 2π

∫
B 1

2

h2 dx.
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In spite of its simplicity, the above estimate plays a key role in the proofs of Lemma 2.3

and Lemma 2.4.

Proof of Lemma 2.3. Let e ∈ S1. We start from (8). By the assumption ∇u(B1) ⊂ Oλ,

the left hand side is not lower than

λ

∫
B1

|∇ue|2ξ2 dx.

In the right hand side, we observe that (∇G(∇u))e = ∇2G(∇u).∇ue, so that by integra-

tion by parts,

−2

∫
B1

〈∇2G(∇u).∇ue,∇ξ〉ξue dx = −2

∫
B1

〈(∇G(∇u))e, ξ∇ξ〉ue dx

= 2

∫
B1

〈∇G(∇u), (ξ∇ξ)e〉ue dx+ 2

∫
B1

〈∇G(∇u), ξ∇ξ〉uee dx

≤ C‖∇G‖L∞(BK)

(
K +

∫
B1

ξ|∇ue| dx
)
,

where C only depends on ξ. Hence,

λ

∫
B1

|∇ue|2ξ2 dx ≤ C‖∇G‖L∞(BK)

(
K +

∫
B1

ξ|∇ue| dx
)
.

Using the Young inequality in the right hand side, we deduce that

(10)

∫
B 1

2

|∇ue|2 dx ≤ C ′

(
1 +
‖∇G‖2

L∞(BK)

λ2

)
,

where C ′ only depends on ξ and K.

We can now conclude as follows: let r ∈ (0, 1
2
). Then for every ρ ∈ (r, 1

2
),

oscBr ue ≤ oscBρ ue ≤ osc∂Bρ ue,

where the last inequality follows from the maximum principle, see (6). Next,

osc∂Bρ ue ≤
∫
∂Bρ

|∇ue| dσ.

We then apply (9) with κ = oscBr ue and h = |∇ue|. This gives

(oscBr ue)
2 ln

1

2r
≤ 2π

∫
B 1

2

|∇ue|2 dx.
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Together with (10), this yields

oscBr ue ≤
√

2πC ′√
− ln(2r)

(
1 +
‖∇G‖L∞(BK)

λ

)
.

The conclusion then follows from (7).

�

We next turn to the

Proof of Lemma 2.4. Given a nonnegative symmetric matrix A, for every y ∈ R2,

|A.y|2 = 〈A.y,A.y〉 = 〈A2.y, y〉 = α2r2 + β2s2,

where α and β are the eigenvalues of A and (r, s) are the coordinates of y in an orthonormal

basis of corresponding eigenvectors. Hence,

|A.y|2 ≤ max(α, β)(αr2 + βs2) = max(α, β)〈y, A.y〉.

We apply this remark to A = ∇2G(∇u) and y = ∇ue, for any e ∈ S1. Taking into account

the assumption ∇u(B1) ⊂ VΛ, this gives

〈∇2G(∇u).∇ue,∇ue〉 ≥
1

Λ
|∇2G(∇u).∇ue|2.

In view of (8), one gets

1

Λ

∫
B1

|∇2G(∇u).∇ue|2ξ2 dx ≤ −2

∫
B1

〈∇2G(∇u).∇ue,∇ξ〉ueξ dx

≤ 2

∫
B1

|∇2G(∇u).∇ue||∇ξ||ue|ξ dx

≤ 2K‖∇ξ‖L∞(B1)

∫
B1

|∇2G(∇u).∇ue|ξ dx.

By the Cauchy-Schwarz inequality, this implies∫
B1

|∇2G(∇u).∇ue|2ξ2 dx ≤ 4πK2Λ2‖∇ξ‖2
L∞(B1).

Let w := ∇G(∇u). Then |||∇w|||2 ≤ |∇2G(∇u).∇ux1 |2 + |∇2G(∇u).∇ux2 |2, where we

use the notation |||A||| = max|x|=1 |A.x| for any matrix A ∈M2(R). Hence,

(11)

∫
B 1

2

|||∇w|||2 dx ≤ CΛ2,
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where C only depends on ξ and K.

Let r ∈ (0, 1/2). Then for every ρ ∈ (r, 1/2), denote by x+
ρ and x−ρ two points of ∂Bρ

where ue|∂Bρ respectively attains its maximum and its minimum. Consider the sets

T− = ∇G
(
{ξ ∈ R2 : 〈ξ, e〉 = ue(x

−
ρ )}
)
, T+ = ∇G

(
{ξ ∈ R2 : 〈ξ, e〉 = ue(x

+
ρ )}
)
.

For every ξ, ξ′ ∈ R2 such that 〈ξ, e〉 = ue(x
+
ρ ), 〈ξ′, e〉 = ue(x

−
ρ ), one has

|ξ − ξ′| ≥ 〈ξ − ξ′, e〉 = ue(x
+
ρ )− ue(x−ρ ) = osc∂Bρ ue ≥ oscBr ue,

where the last inequality follows from the maximum principle, see (6). It follows that

dist (T−, T+) ≥ νG(oscBr ue).

Since w(x−ρ ) ∈ T− and w(x+
ρ ) ∈ T+, the above inequality implies that

νG(oscBr ue) ≤ |w(x+
ρ )− w(x−ρ )| ≤

∫
∂Bρ

|||∇w||| dσ.

We then apply (9) with κ = νG(oscBr ue) and h = |||∇w|||. This yields

(νG(oscBr ue))
2 ln

1

2r
≤ 2π

∫
B 1

2

|||∇w|||2 dx.

By (11), one gets

νG(oscBr ue) ≤
√

2πCΛ√
− ln(2r)

.

The result now follows from (7). �

Remark 2.1. For every ball Br(a) with radius r > 0 and center a ∈ R2 such that

Br(a) ⊂ B1, the restriction u|Br(a) is a minimizer to G on Br(a). This implies that the

map

ur,a(x) :=
1

r
u(a+ rx)

is a minimizer to G on B1. Moreover, ∇u(Br(a)) = ∇ur,a(B1) and thus ‖∇ur,a‖L∞(B1) =

‖∇u‖L∞(Br(a)). In particular, if ∇u(Br(a)) ⊂ Oλ, then one can apply Lemma 2.3 to ur,a:

oscBρ∇ur,a ≤ C

(
1 +
‖∇G‖L∞(BK)

λ

)
1√

− ln(2ρ)
, ∀ρ ∈ (0,

1

2
),
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where C only depends on K ≥ ‖∇u‖L∞(Br(a)). This implies that

oscBs(a)∇u ≤ C

(
1 +
‖∇G‖L∞(BK)

λ

)
1√
ln r

2s

, ∀s ∈ (0,
r

2
).

Similarly, if ∇u(Br(a)) ⊂ VΛ, then Lemma 2.4 applied to ur,a gives

νG(oscBs(a)∇u) ≤ CΛ√
ln r

2s

, ∀s ∈ (0,
r

2
),

where C only depends on K.

We will rely on Lemma 2.3 in the non degenerate case p2 ≤ 2 and on Lemma 2.4 in the

non singular case p1 ≥ 2. In the last case 1 < p1 < 2 < p2 < ∞, we need a new a priori

estimate:

Lemma 2.5. Let K ≥ ‖∇u‖L∞(B1), L ≥ ‖∇G‖L∞(BK) and ν : (0,+∞) → (0,+∞) such

that ν ≤ νG on (0,+∞). We assume that for every ε ∈ (0, 1), there exist λε,Λε > 0 such

that

(12) BK ∩
(
H+
e1

(ε) ∪H+
−e1(ε)

)
⊂ VΛε

and

(13) BK ∩
(
H+
e2

(ε) ∪H+
−e2(ε)

)
⊂ Oλε ,

where e1 = (1, 0) and e2 = (0, 1).

Then there exists a function ω : R+ → R+, which only depends on K, L, ν and the

families {λε}ε>0 and {Λε}ε>0, such that limr→0 ω(r) = 0 and

oscBr∇u ≤ ω(r), ∀r ∈ (0, 1).

Proof. Let ε > 0. By assumption, ∇u(B1) ∩ Se2(ε/4, ε/2) ⊂ Oλε/4 . By Lemma 2.1,

there exists δ > 0 depending on ε, λε/4, K, L, and such that either ∇u(Bδ) ⊂ H+
e2

(ε/4) or

∇u(Bδ) ⊂ H−e2(ε/2). In the first case, ∇u(Bδ) ⊂ Oλε/4 . It then follows from Lemma 2.3

(see also Remark 2.1) that one can find δ̃ > 0, only depending on ε, λε/4, K, L, and such

that oscB
δ̃
∇u ≤ ε.

Similarly, ∇u(B1) ∩ H+
e1

(ε/4) ⊂ VΛε/4 . Hence, Lemma 2.2 implies that there exists

δ′ > 0 depending on ε,Λε/4, K, ν, and such that either ∇u(Bδ′) ⊂ H+
e1

(ε/4) or ∇u(Bδ′) ⊂
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H−e1(ε/2). In the first case, ∇u(Bδ′) ⊂ VΛε/4 and thus, by Lemma 2.4 and Remark 2.1,

there exists δ̃′ > 0, depending on ε,Λε/4, K, ν, and such that νG(oscB
δ̃′
∇u) ≤ ν(ε)/2.

Since ν(ε) ≤ νG(ε) and νG is nondecreasing, this implies that oscB
δ̃′
∇u ≤ ε.

We can repeat the same arguments for the two other directions, namely on S−e2(ε/4, ε/2)

and H+
−e1(ε/4).

Let us summarize the current state of the proof as follows: If for one of the four

directions, we are in position to apply Lemma 2.3 or Lemma 2.4, then we can conclude

that there exists δε > 0 such that

oscBδε∇u ≤ ε.

Otherwise, one can find δ′ε > 0 such that

∇u(Bδ′ε) ⊂ H−e2

(ε
2

)
∩H−e1

(ε
2

)
∩H−−e2

(ε
2

)
∩H−−e1

(ε
2

)
=
(
−ε

2
,
ε

2

)2

.

In both cases, one has oscBδ′′ε
∇u < 2ε for some δ′′ε which only depends on ε, λε/4,Λε/4, L,K

and ν.

Finally, we set

ω(r) := sup{oscBr∇u}, r ∈ (0, 1),

where the supremum is taken over all the minimizers u on B1 of all the smooth integrands

G, such that ‖∇u‖L∞(B1) ≤ K and

∇2G > 0 on R2, ‖∇G‖L∞(BK) ≤ L, νG ≥ ν on (0,+∞),

together with (12)–(13).

By definition of ω, for every such minimizer u,

oscBr∇u ≤ ω(r), ∀r ∈ (0, 1).

Observe that 0 ≤ ω ≤ 2K and that ω is nondecreasing as the supremum of nondecreasing

functions. The above arguments imply that for every ε > 0, one can find δ′′ε > 0 such

that ω(δ′′ε ) ≤ ε. It follows that limr→0 ω(r) = 0. The proof is complete. �
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3. Proof of Theorem 1.1

Given 1 < p1 ≤ p2 <∞, we consider the anisotropic orthotropic integrand

F (ξ1, ξ2) =
1

p1

|ξ1|p1 +
1

p2

|ξ2|p2 ,

and the associated functional on a bounded open set Ω ⊂ R2:

F : v ∈ W 1,1(Ω) 7→
∫

Ω

F (∇v(x)) dx.

Let u a minimizer to F on Ω. We assume that u is Lipschitz on Ω. Let

M := ‖∇u‖L∞(Ω).

Construction of an approximating sequence for F . For every ε ∈ [0, 1], we intro-

duce the smooth function

Fε : (ξ1, ξ2) ∈ R2 7→ 1

p1

(ε2 + ξ2
1)

p1
2 +

1

p2

(ε2 + ξ2
2)

p2
2 .

We observe that F = F0 ≤ Fε ≤ F1 on R2.

We modify Fε in order to get an integrand which is quadratic outside a large ball. Here,

we follow a strategy used in the proof of [5, Theorem 1.1, page 115].

Let M ′ := ‖F1‖L∞(BM+2) and ψ : R+ → R+ a smooth nondecreasing function such that

ψ(t) =

t if t ∈ [0,M ′ + 1],

M ′ + 2 if t ∈ [M ′ + 2,+∞),

and ‖ψ′‖L∞(R) ≤ 2.

For every ε ∈ (0, 1),

∇Fε(ξ1, ξ2) =
(
ξ1(ε2 + ξ2

1)
p1−2

2 , ξ2(ε2 + ξ2
2)

p2−2
2

)
and thus

|∇Fε(ξ1, ξ2)|2 = ξ2
1(ε2 + ξ2

1)p1−2 + ξ2
2(ε2 + ξ2

2)p2−2

≤ (ε2 + ξ2
1)p1−1 + (ε2 + ξ2

2)p2−1

≤ (1 + ξ2
1)p1−1 + (1 + ξ2

2)p2−1.(14)
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Hence,

|||∇Fε(ξ)⊗∇Fε(ξ)||| ≤ (1 + ξ2
1)p1−1 + (1 + ξ2

2)p2−1.

There exists M ′′ ≥M + 2 such that minR2\BM′′ F ≥M ′ + 2. Let

µ := 1 + ‖ψ′′‖L∞(R) max
|ξ|≤M ′′

(
(1 + ξ2

1)p1−1 + (1 + ξ2
2)p2−1

)
.

Since ψ′′(Fε(ξ)) = 0 when |ξ| ≥M ′′, one has

(15) |||ψ′′(Fε(ξ))∇Fε(ξ)⊗∇Fε(ξ)||| ≤ µ− 1, ∀ξ ∈ R2.

Let θ : R2 → R+ be a smooth nonnegative convex function such that θ ≡ 0 on BM+1 and

∇2θ(ξ) ≥ µI, ∀ξ ∈ R2 \BM+2,

∇2θ(ξ) ≤ ((M + 2)µ+ 1) I, ∀ξ ∈ R2.

Finally, we set

Gε = ψ ◦ Fε + θ.

Then Gε is a smooth function on R2 and

∇Gε = ψ′ ◦ Fε∇Fε +∇θ.

From (14) and the fact that ‖ψ′‖L∞(R) ≤ 2, we deduce that

(16) ‖∇Gε‖L∞(BK) ≤ 2
√

2(1 +K2)
p2−1

2 + ‖∇θ‖L∞(BK), ∀K > 0.

We also observe that Gε is strictly convex on R2, as a consequence of the following lemma:

Lemma 3.1. For every ξ ∈ BM+1, Gε(ξ) = Fε(ξ). Moreover,

(17) ∇2Gε(ξ) ≥

∇
2Fε(ξ) for ξ ∈ BM+2,

I for ξ 6∈ BM+2,

and

(18) ∇2Gε(ξ) ≤

2∇2Fε(ξ) + (M + 3)µI for ξ ∈ BM ′′ ,

(M + 3)µI for ξ 6∈ BM ′′ .
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Proof. For every ξ ∈ BM+2, Fε(ξ) ≤ F1(ξ) ≤M ′ and thus ψ ◦Fε(ξ) = Fε(ξ). This implies

that Gε(ξ) = Fε(ξ) + θ(ξ). In view of the properties of θ, this gives Gε = Fε on BM+1 and

∇2Fε(ξ) ≤ ∇2Gε(ξ) ≤ ∇2Fε(ξ) + (M + 3)µI, ∀ξ ∈ BM+2.

Here, we have also used the fact that µ ≥ 1, so that ((M + 2)µ+ 1) I ≤ (M + 3)µI.

When ξ 6∈ BM ′′ , Fε(ξ) ≥ F (ξ) ≥M ′+ 2, which implies that ψ ◦Fε(ξ) = M ′+ 2. Hence,

Gε(ξ) = M ′ + 2 + θ(ξ).

It follows that

µI ≤ ∇2Gε(ξ) ≤ (M + 3)µI, ∀ξ 6∈ BM ′′ .

Finally, when ξ ∈ BM ′′ \BM+2, we write

∇2Gε(ξ) = ψ′(Fε(ξ))∇2Fε(ξ) + ψ′′(Fε(ξ))∇Fε(ξ)⊗∇Fε(ξ) +∇2θ(ξ).

In view of (15) and the properties of ψ′ and θ, this implies

∇2Gε(ξ) ≤ ‖ψ′‖L∞(R)∇2Fε(ξ) + (µ− 1)I + ((M + 2)µ+ 1) I ≤ 2∇2Fε(ξ) + (M + 3)µI.

Moreover, relying on the fact that ψ′(Fε(ξ))∇2Fε(ξ) ≥ 0, we also get

∇2Gε(ξ) ≥ ψ′′(Fε(ξ))∇Fε(ξ)⊗∇Fε(ξ) +∇2θ(ξ).

Using now that ∇2θ(ξ) ≥ µI together with (15), this gives

∇2Gε(ξ) ≥ I, ∀ξ ∈ BM ′′ \BM+2.

The proof is complete.

�

We proceed to derive from the above lemma several uniform estimates on Gε. By

uniform, we mean that the constants involved do not depend on ε. Those constants

depend on the exponents p1 and p2, but we will not explicitly mention this dependence.

First, Lemma 3.1 implies that Gε has a quadratic growth outside a large ball:



18 PIERRE BOUSQUET

Lemma 3.2. There exist `M , LM > 0 which only depend on M such that for every ε ∈

(0, 1),

(19)
1

8
|ξ|2 − `M ≤ Gε(ξ) ≤ LM(1 + |ξ|2), ∀ξ ∈ R2.

Proof. Let us prove the lower bound in (19). By (17), ∇2Gε(ξ) ≥ I for every |ξ| ≥M +2.

For such a ξ 6∈ BM+2, let t := (M + 2)/|ξ| and ξ′ = tξ. Then

Gε(ξ) ≥ Gε(ξ
′) + 〈∇Gε(ξ

′), ξ − ξ′〉+
1

2
|ξ − ξ′|2

= Gε(ξ
′) +
|ξ| − (M + 2)

M + 2
〈∇Gε(ξ

′), ξ′〉+
1

2

(
1− M + 2

|ξ|

)2

|ξ|2.

By convexity ofGε, 〈∇Gε(ξ
′), ξ′〉 ≥ 〈∇Gε(0), ξ′〉 = 0. Together with the fact thatGε(ξ

′) ≥

0, this gives

Gε(ξ) ≥
1

2

(
1− M + 2

|ξ|

)2

|ξ|2.

In particular, for every |ξ| > 2(M + 2),

Gε(ξ) ≥
1

8
|ξ|2.

Since Gε only takes nonnegative values, this proves that the lower bound in (19) holds

true with `M = (M + 2)2/2.

We next prove the upper bound in (19). Since θ(0) = 0 and ∇θ(0) = 0, one has

θ(ξ) =

∫ 1

0

(1− t)〈∇2θ(tξ).ξ, ξ〉 dt, ∀ξ ∈ R2.

Using that ∇2θ(ζ) ≤ ((M + 2)µ+ 1) I for every ζ ∈ R2, this implies

θ(ξ) ≤ 1

2
((M + 2)µ+ 1) ≤ (M + 2)µ|ξ|2, ∀ξ ∈ R2.

In view of the definition of Gε and the fact that ψ ≤M ′ + 2 on R, one has

Gε(ξ) ≤M ′ + 2 + θ(ξ), ∀ξ ∈ R2.

The conclusion follows with LM := max (M ′ + 2, (M + 2)µ).

�
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We also need a uniform estimate on the modulus of convexity of Gε. For every ε ∈ (0, 1),

(20) ∇2Fε(ξ1, ξ2) =

 τ1,ε(ξ1) 0

0 τ2,ε(ξ2)


where for i = 1, 2,

τi,ε(ξi) = (ε2 + ξ2
i )

pi
2
−2(ε2 + (pi − 1)ξ2

i ).

We observe that for every K > 0 and every1 ξi ∈ [−K,K],

(21) (pi − 1)(1 +K2)
pi
2
−1 ≤ τi,ε(ξi) ≤ |ξi|pi−2, if pi ≤ 2,

(22) |ξi|pi−2 ≤ τi,ε(ξi) ≤ (pi − 1)(1 +K2)
pi
2
−1, if pi ≥ 2.

It follows that

(23) ∇2Gε(ξ) ≥

 µ1(ξ1) 0

0 µ2(ξ2)

 , ∀ξ ∈ R2,

where for i = 1, 2:

µi(ξi) =

(pi − 1)(1 + (M + 2)2)
pi
2
−1 if pi ≤ 2,

min (1, |ξi|pi−2) if pi ≥ 2.

Indeed, (23) is a consequence of (17) and (21)–(22) when ξ ∈ BM+2. When ξ 6∈ BM+2,

we rely again on (17) and the fact that µi(ξi) ≤ 1. This proves (23) in both cases.

Lemma 3.3. Assume that p2 ≥ 2. Then there exists γM > 0 which only depends on M

such that the modulus of convexity of Gε satisfies the following estimate:

νGε(t) ≥ γM tmin
(
1, tp2−2

)
, ∀t ≥ 0.

Proof. In view of (23), we can apply Lemma 4.2 to G = Gε with µi = (pi − 1)(1 + (M +

2)2)pi/2−1, i = 1, 2. By (32),

〈∇Gε(ξ)−∇Gε(ξ
′), ξ − ξ′〉 ≥ γM |ξ − ξ′|2 min

(
1, |ξ − ξ′|p2−2

)
, ∀ξ, ξ′ ∈ R2,

1If ξi = 0 and pi < 2 in (21), then by |ξi|pi−2, we mean +∞.
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for some constant γM which only depends on M . Then by the Cauchy-Schwarz inequality,

one gets

|∇Gε(ξ)−∇Gε(ξ
′)| ≥ γM |ξ − ξ′|min

(
1, |ξ − ξ′|p2−2

)
.

Hence,

νGε(t) ≥ γM tmin
(
1, tp2−2

)
, ∀t ≥ 0.

�

Construction of an approximating sequence for u. For every ε ∈ (0, 1), let uε be

the minimum of

v 7→
∫

Ω

Gε(∇v) dx

on the set W 1,2
0 (Ω) + u.

Lemma 3.4. For every ε > 0, uε is locally Lipschitz on Ω. Moreover, for every a ∈ Ω

and r > 0 such that B2r(a) b Ω,

sup
ε∈(0,1)

‖∇uε‖L∞(Br(a)) < +∞.

Proof. By the upper bound in (19) and the fact that ∇2Gε ≥ I on R2 \ BM ′′ , we are

in position to apply [8, Theorem 2.7], which yields the desired uniform estimate on the

Lipschitz ranks of the uε’s. More precisely, given a ∈ Ω and r > 0 such that B2r(a) b Ω,

(24) ‖∇uε‖2
L∞(Br(a)) ≤ C0

(
1 +

1

r2

∫
B2r(a)

|∇uε|2 dx
)
,

where C0 only depends on M (through LM and M ′′). By (19),

|∇uε|2 ≤ 8Gε(∇uε) + 8`M and Gε(∇u) ≤ LM
(
1 + |∇u|2

)
.

Since uε is a minimizer for Gε on Ω,∫
Ω

Gε(∇uε) dx ≤
∫

Ω

Gε(∇u) dx.

Hence,∫
Ω

|∇uε|2 dx ≤ 8|Ω|(`M + LM) + 8LM

∫
Ω

|∇u|2 ≤ 8|Ω|
(
`M + LM(1 +M2)

)
.
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Inserting this estimate into (24), one gets

(25) ‖∇uε‖L∞(Br(a)) ≤ K,

where K only depends on M , |Ω| and r. �

The fact that Gε is smooth and satisfies ∇2Gε > 0 on R2 implies by De Giorgi’s

regularity theorem that uε is smooth on Ω.

Lemma 3.5. For every a ∈ Ω and r > 0 such that B2r(a) b Ω, there exists a function

ω : R+ → R+ such that limt→0 ω(t) = 0 and for every ε > 0,

oscBs(a)∇uε ≤ ω(s), ∀s ∈
(

0,
r

2

)
.

The function ω may depend on M , r and |Ω| but not on ε.

Proof. Let a ∈ Ω, r > 0 such that B2r(a) b Ω and vε(x) := 1
r
uε(a+ rx), x ∈ B1. Then vε

is a minimizer for the functional

Gε(v) =

∫
B1

Gε(∇v) dx.

Moreover, ‖∇vε‖L∞(B1) = ‖∇uε‖L∞(Br(a)). By Lemma 3.4, there exists K > 0 which does

not depend on ε such that

‖∇vε‖L∞(B1) ≤ K.

Case 1. If p1 ≥ 2, then by (20) and (22),

∇2Fε(ξ) ≤ (p2 − 1)(1 +M ′′2)
p2
2
−1I, ∀ξ ∈ BM ′′ .

Hence by (18),

∇2Gε(ξ) ≤ ΛI, ∀ξ ∈ R2,

where Λ =
(
2(p2 − 1)(1 +M ′′2)p2/2−1 + (M + 3)µ

)
. Then Lemma 2.4 implies that

(26) νGε(oscBρ∇vε) ≤
CΛ√
− ln(2ρ)

, ∀ρ ∈
(

0,
1

2

)
,

where C > 0 only depends on K. In view of Lemma 3.3, νGε(t) ≥ γM tmin (1, tp2−2). We

also observe that there exists δK > 0 which only depends on K such that

tmin
(
1, tp2−2

)
≥ δKt

p2−1, ∀t ∈ [0, 2K].
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Since oscBρ∇vε ∈ [0, 2K], it follows from (26) that

oscBρ∇vε ≤

(
CΛ

γMδK
√
− ln(2ρ)

) 1
p2−1

, ∀ρ ∈
(

0,
1

2

)
.

This implies that on every ball Bs(a), with s ∈ (0, r/2), the map uε satisfies

oscBs∇uε ≤
C ′′(

ln r
2s

) 1
2(p2−1)

,

for some C ′′ > 0 which only depends on M and K.

Case 2. If p2 ≤ 2, then by (23),

∇2Gε(ξ) ≥ λI, ∀ξ ∈ R2,

where λ = (p1 − 1)(1 + (M + 2)2)p1/2−1I. Then (16) and Lemma 2.3 imply that

oscBρ∇vε ≤
C√
− ln 2ρ

, ∀ρ ∈
(

0,
1

2

)
,

where C > 0 only depends on M and K. Hence,

oscBs(a)∇uε ≤
C√
ln r

2s

, ∀s ∈
(

0,
r

2

)
.

Case 3. If p1 ≤ 2 ≤ p2, then for every K > 0 and every δ > 0, (21)–(22) imply that

τ1,ε(ξ1) ≤ δp1−2, τ2,ε(ξ2) ≤ (p2−1)(1+K2)
p2
2
−1, ∀(ξ1, ξ2) ∈ (H+

e1
(δ)∪H+

−e1(δ))∩BK ,

τ1,ε(ξ1) ≥ (p1−1)(1+K2)
p1
2
−1, τ2,ε(ξ2) ≥ δp2−2, ∀(ξ1, ξ2) ∈ (H+

e2
(δ)∪H+

−e2(δ))∩BK .

Let us introduce

λδ := min
(
(p1 − 1)(1 +K2)p1/2−1, δp2−2

)
and Λδ := max

(
(p2 − 1)(1 +K2)p2/2−1, δp1−2

)
.

We deduce therefrom that

∇2Fε(ξ) ≤ ΛδI, ∀ξ ∈ (H+
e1

(δ) ∪H+
−e1(δ)) ∩BK ,

∇2Fε(ξ) ≥ λδI, ∀ξ ∈ (H+
e2

(δ) ∪H+
−e2(δ)) ∩BK .

Hence, using (18) and (17), this yields

∇2Gε(ξ) ≤
(
2Λδ + (M + 3)µ

)
I, ∀ξ ∈

(
H+
e1

(δ) ∪H+
−e1(δ)

)
∩BK ,

∇2Gε(ξ) ≥ min
(
λδ, 1

)
I, ∀ξ ∈

(
H+
e2

(δ) ∪H−e2(δ)+
)
∩BK .
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By Lemma 3.3, νGε(t) ≥ γM tmin (1, tp2−2) for every t ∈ R+, where γM > 0 only

depends on M . We can apply Lemma 2.5 with the parameters K, L = 2
√

2(1 +

K2)(p2−1)/2 + ‖∇θ‖L∞(BK) (see (16)), the function ν = γM tmin (1, tp2−2) and the fami-

lies λδ := min
(
λδ, 1

)
, Λδ := 2Λδ + (M + 3)µ.

Then there exists a function ω : R+ → R+, which only depends on K, L, ν and the

families {λδ}δ>0 and {Λδ}δ>0, such that limρ→0 ω(ρ) = 0 and

oscBρ∇vε ≤ ω(ρ), ∀ρ ∈ (0, 1).

It follows that

oscBs(a)∇uε ≤ ω
(s
r

)
, ∀s ∈ (0, r).

The proof is complete.

�

Remark 3.1. When p1 ≥ 2 (case 1) or p2 ≤ 2 (case 2), the above proof yields an explicit

modulus of continuity for ∇uε. More precisely, for every Br(a) ⊂ B2r(a) b Ω, one can

take

ω(s) =
C(

ln r
2s

) 1
2max(p2−1,1)

, ∀s ∈
(

0,
r

2

)
,

where C > 0 only depends on M = ‖∇u‖L∞(Ω) and on any number K ≥ supε ‖∇uε‖L∞(Br(a))

(the existence of such a K is given by Lemma 3.4).

3.1. Completion of the proof. Since uε is a minimizer for Gε, one gets∫
Ω

Gε(∇uε) dx ≤
∫

Ω

Gε(∇u) dx.

It follows from (19) that the family {uε}ε>0 is bounded in W 1,2
0 (Ω) + u. Hence, there

exists a sequence (εk)k≥1 converging to 0 such that (uεk)k≥1 weakly converges in W 1,2(Ω)

to some v ∈ W 1,2
0 (Ω) + u.

By (25), Lemma 3.5 and the Arzela-Ascoli theorem, v ∈ C1(Ω) and up to a subsequence

(we do not relabel), (uεk)k≥1 converges to v in C1(Ω). In particular, for every a ∈ Ω and

r > 0 such that B2r(a) b Ω, v satisfies

(27) oscBs(a)∇v ≤ ω(s), ∀s ∈
(

0,
r

2

)
,
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where ω is the function given by Lemma 3.5.

It remains to prove that

Lemma 3.6. The map v agrees with u on Ω.

Proof. Since ‖∇u‖L∞(Ω) ≤M and F = Gε on BM+1,∫
Ω

F (∇u) dx =

∫
Ω

Gε(∇u) dx.

Using the fact that uε is a minimum for Gε on W 1,2
0 (Ω) + u, one gets∫

Ω

F (∇u) dx ≥
∫

Ω

Gε(∇uε) dx ≥
∫

Ω

ψ ◦ F (∇uε) + θ(∇uε) dx.

The last inequality relies on the estimate Fε ≥ F and the fact that ψ is nondecreasing.

Let Ω′ b Ω. Since ψ and θ are nonnegative, this implies that∫
Ω

F (∇u) dx ≥
∫

Ω′
ψ ◦ F (∇uε) + θ(∇uε) dx.

Since (uεk)k≥1 converges to v in C1(Ω′), one can let k → +∞ to get∫
Ω

F (∇u) dx ≥
∫

Ω′
ψ ◦ F (∇v) + θ(∇v) dx.

The above inequality being true for every Ω′ b Ω, the monotone convergence theorem

implies that

(28)

∫
Ω

F (∇u) dx ≥
∫

Ω

ψ ◦ F (∇v) + θ(∇v) dx.

Let us introduce the functional

F̃(w) =

∫
Ω

(ψ ◦ F + θ)(∇w) dx, w ∈ W 1,1(Ω).

Since the sequence of the convex functions Gεk converges pointwisely to the function

ψ ◦ F + θ, we deduce that the latter is convex as well. Actually, (23) and Lemma 4.2

imply that

〈∇Gε(ξ)−∇Gε(ξ
′), ξ − ξ′〉 ≥ C|ξ − ξ′|2 min

(
1, |ξ − ξ′|p2−2

)
, ∀ξ, ξ′ ∈ R2,
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for some constant C > 0 which only depends on M . We also observe that (∇Fεk)k≥1

converges pointwisely to ∇F . It follows that (∇Gεk)k≥1 converges pointwisely to ∇(ψ ◦

F + θ) and thus

〈∇(ψ◦F+θ)(ξ)−∇(ψ◦F+θ)(ξ′), ξ−ξ′〉 ≥ C|ξ−ξ′|2 min
(
1, |ξ − ξ′|p2−2

)
, ∀ξ, ξ′ ∈ R2.

We deduce therefrom that ψ ◦ F + θ is strictly convex on R2.

Next, we claim that u is a minimizer for F̃ . Indeed, since u is a Lipschitz minimizer

for F and F is at least C1, one has∫
Ω

〈∇F (∇u),∇w〉 dx = 0, ∀w ∈ C∞c (Ω).

Since M = ‖∇u‖L∞(Ω) and F ≡ ψ ◦ F + θ on BM+1,

∇F (∇u) = ∇(ψ ◦ F + θ)(∇u), a.e. on Ω,

and thus ∫
Ω

〈∇(ψ ◦ F + θ)(∇u),∇w〉 dx = 0, ∀w ∈ C∞c (Ω).

Since ∇(ψ ◦ F + θ)(∇u) ∈ L∞(Ω), the above identity remains true for any w ∈ W 1,1
0 (Ω).

By convexity of ψ ◦ F + θ, we deduce therefrom that∫
Ω

(ψ ◦ F + θ)(∇u) dx ≤
∫

Ω

(ψ ◦ F + θ)(∇(u+ w)) dx, ∀w ∈ W 1,1
0 (Ω).

Hence, u is a minimizer for F̃ on W 1,1
0 (Ω). It follows from (28) that

F̃(u) = F̃(v).

Since F̃ is strictly convex, the minimum of F̃ on W 1,2
0 (Ω) +u is unique. This implies that

v = u as desired.

�

This completes the proof of the fact that u is C1 on Ω.

Remark 3.2. In the cases when p1 ≥ 2 or p2 ≤ 2, the above proof also yields an explicit

modulus of continuity for ∇u. More precisely, by Remark 3.1 and (27), for every a ∈ Ω
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and r > 0 such that B2r(a) b Ω,

(29) oscBs(a)∇u ≤
C(

ln r
2s

) 1
2max(1,p2−1)

, ∀s ∈
(

0,
r

2

)
,

where C > 0 only depends on M = ‖∇u‖L∞(Ω) and any number K that satisfies K ≥

supε ‖∇uε‖L∞(Br(a)). Since (uεk)k≥1 converges to u in C1(Ω), there exists k0 ≥ 1 such

that supk≥k0 ‖∇uεk‖L∞(Br(a)) ≤M + 1. Hence, in all the calculations above, one can take

K = M + 1 (up to a new extraction if necessary). In particular, the constant C > 0 in

(29) can be chosen a posteriori as a function of M only.

4. Appendix

We first justify the well-known fact that in the two dimensional case, a minimizer is

continuous.

Let H : R2 → R+ be a nonnegative strictly convex function. We assume that H

is superlinear, in the sense that lim|ξ|→+∞H(ξ)/|ξ| = +∞. Given a bounded open set

Ω ⊂ R2, we consider the functional

H : v 7→
∫

Ω

H(∇v) dx, v ∈ W 1,1(Ω).

Lemma 4.1. Let u be the minimizer to H. Then u ∈ C0(Ω).

Proof. Let a ∈ Ω. Since u ∈ W 1,1(Ω), for a.e. r > 0 such that Br(a) b Ω, the restriction

ϕ := u|∂Br(a) is in W 1,1(∂Br(a)). By the Morrey embedding, this implies that ϕ is

continuous. Since u|Br(a) is a minimizer to H on Br(a) with respect to the boundary

condition given by ϕ, we deduce that u is continuous on Br(a): this can be seen as in the

proof of [11, Theorem 7.1], see also [1, Corollary 1.5] for a more general result. It follows

that u is continuous on Ω. �

Given two positive numbers µ1, µ2, we define for i = 1, 2

µi(t) :=

µi if pi ≤ 2,

min (1, |t|pi−2) if pi ≥ 2,
∀t ∈ R.
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Lemma 4.2. Let G : R2 → R be a smooth function such that

(30) ∇2G(ξ1, ξ2) ≥

 µ1(ξ1) 0

0 µ2(ξ2)

 , ∀(ξ1, ξ2) ∈ R2.

Then there exists a constant C > 0 which only depends on µ1, µ2 such that for every

ξ, ξ′ ∈ R2,

(31) 〈∇G(ξ)−∇G(ξ′), ξ − ξ′〉 ≥ C|ξ − ξ′|2, if p2 ≤ 2,

(32) 〈∇G(ξ)−∇G(ξ′), ξ − ξ′〉 ≥ C|ξ − ξ′|2 min
(
1, |ξ − ξ′|p2−2

)
, if p2 ≥ 2.

Proof. Let ξ, ξ′ ∈ R2 with ξ 6= ξ′. Then

〈∇G(ξ)−∇G(ξ′), ξ − ξ′〉 =

∫ 1

0

〈∇2G(ξ′ + t(ξ − ξ′)).(ξ − ξ′), ξ − ξ′〉 dt.

Using (30), we thus obtain

〈∇G(ξ)−∇G(ξ′), ξ−ξ′〉 ≥
∫ 1

0

µ1(ξ′1 + t(ξ1−ξ′1))(ξ1−ξ′1)2 +µ2(ξ′2 + t(ξ2−ξ′2))(ξ2−ξ′2)2 dt.

Let i ∈ {1, 2} such that |ξi − ξ′i| = max(|ξ1 − ξ′1|, |ξ2 − ξ′2|). Then

〈∇G(ξ)−∇G(ξ′), ξ − ξ′〉 ≥ (ξi − ξ′i)2

∫ 1

0

µi(ξ
′
i + t(ξi − ξ′i)) dt

≥ 1

2
|ξ − ξ′|2

∫ 1

0

µi(ξ
′
i + t(ξi − ξ′i)) dt.(33)

We first consider the case when pi ≤ 2. Then µi(ξ
′
i + t|ξi − ξ′i|) ≥ µi for every t ∈ [0, 1],

and thus

〈∇G(ξ)−∇G(ξ′), ξ − ξ′〉 ≥ µi
2
|ξ − ξ′|2.

If p2 ≤ 2, then (31) follows at once. If p2 > 2, then one uses that min (1, |ξ − ξ′|p2−2) ≤ 1

to get (32).

We next consider the case when pi > 2 (and thus necessarily p2 > 2). We claim that

(34)

∫ 1

0

µi(ξ
′
i + t(ξi − ξ′i)) dt ≥ C min

(
1, |ξ − ξ′|p2−2

)
,

for some C > 0 which only depends on p1, p2.

Indeed, if |ξi − ξ′i| ≤ 2|ξ′i|, then for every t ∈ [0, 1/4],

|ξ′i + t(ξi − ξ′i)| ≥ |ξ′i| −
1

4
|ξi − ξ′i| ≥

1

4
|ξi − ξ′i|
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and thus∫ 1

0

µi(ξ
′
i + t(ξi − ξ′i)) dt ≥

1

4
min

(
1,

1

4pi−2
|ξi − ξ′i|pi−2

)
≥ 1

4
min

(
1,

1

(
√

24)pi−2
|ξ − ξ′|pi−2

)
≥ 1

4pi−1(
√

2)pi−2
min

(
1, |ξ − ξ′|pi−2

)
.

Since p2 ≥ pi ≥ 2, the claim (34) follows in that case.

If instead |ξi − ξ′i| ≥ 2|ξ′i|, then for every t ∈ [3/4, 1],

|ξ′i + t(ξi − ξ′i)| ≥
3

4
|ξi − ξ′i| − |ξ′i| ≥

1

4
|ξi − ξ′i|,

which implies (34), by a similar calculation. Inserting (34) into (33), one eventually gets

(32).

�
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[11] M. Miranda. Un teorema di esistenza e unicità per il problema dell’ area minima in n variabili.

Ann. Scuola Norm. Sup. Cl. Sci., 19 (1965) 233–249.

[12] D. Ricciotti. Regularity of the derivatives of p-orthotropic functions in the plane for 1 < p < 2.

Ann. Acad. Sci. Fenn. Math., 44 (2019) 1093–1099.
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